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Probabilistic Language Models

● Today’s goal: assign a probability to a sentence
● Machine Translation:

○ P(high winds tonite) > P(large winds tonite)

● Spell Correction
○ The office is about fifteen minuets from my house

■ P(about fifteen minutes from) > P(about fifteen minuets from)

● Speech Recognition
○ P(I saw a van) >> P(eyes awe of an)

● + Summarization, question-answering, etc., etc.!!

Why?



Probabilistic Language Modeling

● Goal: compute the probability of a sentence or sequence of 

words:
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● Related task: probability of an upcoming word:
      P(w

5
|w

1
,w

2
,w

3
,w

4
)

● A model that computes either of these:
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)          is called a language model.

● Better: the grammar       But language model or LM is standard





<s> do _______ ? What is the most probable word?





<s> I like Henry __________ ?













Thank You!

      Any Question?

What about unknown pair for bigram probability calculation?


